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Although the first half of this module is about analogue circuits and 
signals, we will nevertheless introduce the topic of digital 
representations and signals in this lecture.  We will come back to digital 
in later lectures. 
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By	way	of	introduction	to	digital	electronics,	I	will	spend	the	next	period	just	
going	through	some	of	the	basic	ideas	in	digital	circuits.		If	you	know	this	
already,	just	be	patient.		Some	of	your	classmates	may	not	be	familiar	with	at	
least	some	aspects	of	this.	
I	will	be	covering	in	this	course	quite	a	bit	of	digital	electronics,	but	not	down	
to	transistor	level.		However,	you	will	be	learning	something	about	what’s	
inside	a	digital	circuits,	the	idea	of	combinational	and	sequential	circuits;	
something	about	digital	counters,	microprocessors.		You	will	also	learn	how	
to	get	digital	hardware	and	computer	software	working	together	to	do	
something	interesting.	

Although	this	lecture	introduces	you	to	digital	circuits,	I	will	not	come	back	to	
digital	again	until	the	second	part	of	the	course.	
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It	is	important	for	you	to	appreciate	the	high-level	view	of	an	electronic	
system,	end-to-end.		Shown	here	is	a	mobile	phone	linked	to	another	mobile	
phone.		The	speech	signal,	like	many	electrical	signal	in	the	physical	world,	
are	analogue	in	nature.		That	is,	the	signal	varies	continuously	in	time	and	in	
amplitude.		A	modern	electronic	system	converts	the	analogue	signal	into	
digital	form	in	two	steps.	It	samples	the	data	into	discrete	time,	a	process	
known	as	“sampling”.		It	then	digitize	each	sample	into	discrete	levels,	a	
process	known	as	“quantization”.			

You	will	learn	in	the	second	year	course	in	EEE	that	the	sampling	processing	
does	NOT	destroy	information.		We	know	how	to	recover	the	original	signal	
without	loosing	any	information.		However,	quantization	will	always	loose	
information	–	we	will	only	have	an	approximation	of	the	original	signal.	

Once	the	speech	is	in	digital	form,	it	goes	through	many	digital	circuits	which	
compresses	the	speech	signal	so	that	you	try	to	send	as	little	information	as	
possible,	these	are	then	turn	into	electrical	signals	that	are	suitable	for	
transmission	through	air,	cable	or	optical	fibre.		This	process	is	called	
modulation.	
For	modern	phones,	the	transmission	could	very	well	be	via	the	internet	
(known	as	Voice	over	IP		or	VoIP).	
At	the	receiving	end,	the	reverse	happens.	
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Digital	information	are	handled	in	electronics	a	binary	bits,	i.e.	0’s	and	1’s.		In	
electrical	signals	forms,	these	are	represented	by	electrical	voltage	VL	and	
VH.		

Very	common	in	electronics	are	two	standards	of	voltage	levels:	TTL	(stands	
for	transistor-transistor-logic)	and	3.3V	Low	Voltage	(3.3LV).		For	TTL,	the	
supply	voltage	(VCC)	is	5V	with	0V	as	the	reference.		For	3.3V	logic,	the	supply	
is	3.3V.		In	both	cases,	the	reference	voltage	is	0V	or	Ground	(GND).	

	
For	this	course,	we	will	exclusively	use	3.3V	logic.		That	mean	

Logic	0	(False)	is	0V	and	logic	1	(True)	is	3.3V.	
	

In	logic	circuits	we	define	four	“threshold”	voltages:		VOH	is	the	guaranteed	
minimum	voltage	FROM	AN	OUTPUT	NODE	which	is	a	logic	HIGH.		VIH	is	the	
required	minimum	voltage	before	AN	INPUT	NODE	would	regard	the	signal	
to	be	logic	HIGH.		Similarly	for	the	low	threshold	voltages.	

Therefore	if	you	are	using	TTL	logic,	the	gap	between	VOH	and	VIH	is	0.7V.	In	
other	words,	a	high	output	signal	could	be	“corrupted”	by	noise	up	to	0.7V	
and	the	logic	circuit	should	still	interpret	the	signal	as	logical	high	(or	‘1’).		
This	difference	is	called	“noise	immunity”.			

The	shaded	region	in	the	voltage	scale	are	illegal	“no-man”	zone.		A	logic	
signal	node	should	never	take	a	voltage	value	in	this	region.	
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A	digital	waveform	is	reality	do	not	have	infinitely	fast	rising	and	falling	
edges.		Shown	here	is	a	real	digital	waveform	with	the	most	important	
characteristics.			

Often	used	are:	the	rise	time	(time	it	takes	to	rise	from	10%	to	90%	of	the	
final	value)	and	the	fall	time.	In	repetitive	digital	signals,	we	also	are	
interested	in	its	frequency,	period	and	duty	cycle.		Duty	cycle	is	the	ratio	
between	the	time	the	signal	is	high	to	that	of	the	period.	
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The	basic	logic	electronic	components	are	the	NOT	gate	(output	is	the	
inverse	of	the	input),	AND	gate	(output	is	1	only	if	ALL	the	inputs	are	1’s),	and	
the	OR	gate	(output	is	1	if	ANY	of	the	inputs	are	1).	

Interestingly	it	can	be	proven	that	given	these	three	gates,	one	could	in	
theory	build	ANY	digital	circuits,	including	a	Pentium	CPU!		We	will	come	
back	to	this	later	on	the	course.	
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All	electronic	integrated	circuits	come	in	different	packages,	particularly	for	
digital	electronics.			
You	will	be	using	the	Dual	in-line	packages	in	the	laboratory.		However,	on	
the	project,	you	will	be	using	a	small	microcontroller	board	(known	as	the	
Pyboard)	which	comes	as	printed-circuit	board	(PCB)	with	other	packages	
such	as	the	SOIC,	FP	and	PLCC.			
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We	will	now	consider	digital	signals	representing	“data”	or	information.		1’s	
and	0’s	are	meaningless	unless	we	have	a	way	of	interpreting	what	they	
mean.		For	that,	we	need	context.	
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Data	or	information	is	actually	quite	a	complex	thing.	For	example,	the	
current	hot	topic	for	research	is	called	“Big	Data”.		This	word,	data,	could	
mean	many	things:	your	name	(i.e.	alphabets),	your	age	(i.e.	numbers),	your	
picture	(image	data),	your	voice	(speech)	or	encoded	signal	of	your	speech	
etc.	

In	digital	electronics,	we	use	voltages	to	represent	such	information.		The	
basic	digital	building	block	is	a	switch	as	implemented	in	a	transistor.		Here	is	
a	simple	schematic	of	a	switch	which	can	be	used	to	present		a	digital	1	
(switch	open)	or	digital	0	(switch	closed).	
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How	to	use	such	simple	circuit	to	represent	or	store	information?	To	answer	
this,	we	need	to	under	number	system.		Here	is	a	familiar	decimal	number	
system	with	a	decimal	point	in	the	middle.		Its	interpretation	is	straight	
forward.	
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In	the	binary	system,	we	simply	use	binary	instead	of	decimal	weighting.		
Note	that	the	binary	point	is	also	in	the	middle.		All	binary	digits	(bits)	on	the	
left	of	the	binary	point	have	weighting	in	increasing	positive	powers	of	2	(i.e.	
20,	21	…	28	etc.		On	the	right	of	the	binary	point,	the	power	are	negative.			
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Converting	a	binary	integer	to	decimal	is	simple	but	tedious.	Anyone	can	do	
it.	
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Here	is	a	fractional	binary	number	with	3	bits	AFTER	the	binary	point.	The	
whole	number	is	has	8	bits.		This	is	known	as	Q3	format.		This	binary	number	
has	a	decimal	value	of	19.375.			

If	you	want	to	represent	19.376	in	the	same	8-bit	format,	you	have	a	
problem.		You	can’t.		19.375	is	the	closest	you	can	use.		This	is	an	example	
why	digital	representation	of	an	analogue	quantity	may	generate	
quantization	error.	
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Simple – no need to explain. 
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This is somewhat tedious. We will see how we can make this easier with 
hexadecimal (instead of binary) representation. 
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One	reason	why	digital	circuit	is	useful	is	that	it	can	do	computation	such	as	
addition	very	quickly.		Binary	addition	is	similar	to	decimal	addition	with	
slight	difference.		In	binary	addition,	the	carry	and	the	two	operands	(which	
you	add)	are	the	same	–	they	are	all	BINARY.		So	in	binary	addition,	you	have	
three	inputs	(A,	B	and	Carry)	and	two	binary	outputs	(SUM	and	Carry).	
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In binary addition, the carry and the two operands (which you add) are the 
same – they are all BINARY.  So in binary addition, you have three inputs (A, 
B and Carry) and two binary outputs (SUM and Carry). 
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Handling	large	binary	number	is	tedious	and	prone	to	error.			We	therefore	
usually	handle	binary	numbers	in	groups	of	four,	with	values	going	from	0	to	
decimal	15.		We	represent	the	values	10	to	15	in	single	alphabet	A	to	F.		This	
is	the	hexadecimal	number	system	or	HEX	for	short.	
It	is	worthwhile	to	memorise	that	10102	is	decimal	1010	and	A16,	and	11112	
is	decimal	1510	and	F16.	For	all	other	patterns,	you	just	count	up	from		A16	or	
down	from	F16.	
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This	is	using	4-bit	unit	of	binary	representation	to	represent	decimal	digits.	
Since	a	4-bit	binary	number	has	a	range	of	0	to	15,	and	decimal	digit	only	
goes	up	to	9,	we	are	effectively	NOT	using	the	range	10102	to	11112.	
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Codes representing letters of the alphabet, punctuation marks, and 
other special characters as well as numbers are called alphanumeric 
codes. 
The most widely used alphanumeric code is the American Standard 
Code for Information Interchange(ASCII). The ASCII (pronounced 
“askee”) code is a seven-bit code. 
 


